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Abstract

According to Google Trends data, machine learning-based credit card identification has grown over the last five years, at the
very least, across all nations. In order to detect credit card fraud in this study, the authors will use machine learning methods
such random forests, support vector machines, and gradient-boosted trees. The authors used the Synthetic Minority
Oversampling Technique (SMOTE) and Random Under Sampling (RUS) sampling methods in each algorithm to compare
because there was a class imbalance in this investigation. The research findings demonstrate that the author's algorithm and
sample technique were successfully used, as shown by the AUC values obtained for each being > 0.7. The top score in RUS
was 0.7835 using the Random Forest algorithm, whereas the greatest score in SMOTE was 0.73 with the Gradient Boosted
Trees approach. The Random Forest algorithm and the Random Under Sampling (RUS) technique are developed as a result of
this research, and they are useful for identifying fraudulent credit card transactions.

Keywords: Credit Card, Machine Learning, Random Forest, Vector Machine, Gradient-Boosted Tree.

JIDT is licensed under a Creative Commons 4.0 International License.

1. Introduction

Based on data from the Indonesian Credit Card Association (AKKI), the use of credit cards has increased. In 2015,
the number of users was 16,863,842, and in 2020, it increased to 16,940,040. The growth of credit card users in
Indonesia is in line with the level of crime that occurs in banks, especially transaction fraud. Based on the statistics
reported, countries with the highest risk of fraud show that Indonesia is in second place with the highest fraud rate
of 18.3%. This is a type of crime in the field of information technology that is very disturbing to credit card users
around the world, including in Indonesia. The unlawful use of a credit card to get something of value with the
purpose to defraud is known as credit card fraud. The types of fraud themselves can be divided into several types,
starting with the most well-known, namely fraud in credit card transactions, money laundering, fraud in calling or
using telecommunications services, and insurance system fraud. Banking fraud is often found in transactions and
accounting practices [1].

The Financial Services Authority issued regulation number 39/POJK.03/2019 regarding the implementation of an
anti-fraud strategy for commercial banks. This strategy has at least four pillars, including prevention, detection,
investigation (with reporting and sanctions), and evaluation (monitoring and follow-up). According to evidence
from earlier research findings, fraud in transactions explains why some banks in Indonesia have not yet adopted a
machine learning-based anti-fraud approach, despite the fact that banks in Indonesia have nearly completely done
so [2]. The results of an interview conducted by the author with one of the Conventional Bank employees indicated
that they had not yet implemented machine learning in fraud detection on credit card transactions. Another
interview with an employee of an Islamic bank in Indonesia said that machine learning had not been applied to a
credit card transaction [3]. According to Google Trends data, from 2017 to 2022, there has been an increase in the
use of machine learning for credit card identification. So based on some of the things above, it is necessary to apply
machine learning to detect fraudulent credit card transactions [4].

Machine learning is the adoption of computer programs and mathematical formulas that make predictions for the
future while learning from historical data. The learning process in question has two steps, involving testing and
training, in an effort to develop intelligence [5]. Three categories of machine learning exist: reinforcement learning,
unsupervised learning, and supervised learning. Credit card transaction fraud detection is included in the
supervised learning classification, in which data sets are labeled to classify unknown classes. Classification has
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many uses in fraud detection, marketing targets, performance prediction, manufacturing, and medical diagnosis
[6]. However, in the classification of supervised learning, class imbalance needs to be considered. Class imbalance,
or class imbalance, is a condition of unequal distribution between classes in a dataset where one class has a very
large amount of data compared to other classes (majority class). One technique used to address the issue of
unbalanced classes is sampling [7]. To balance the amount of data for each class, the sampling approach adjusts
the training dataset's data distribution between the majority and minority classes. To address class imbalances at
the data level, several sampling strategies are used. Synthetic Minority Oversampling Technique (SMOTE) and
Random Under Sampling (RUS) are two methods that are frequently employed [8].

For datasets with class imbalances, the Synthetic Minority Oversampling Technique (SMOTE) technique is
capable of improving accuracy by 0.73% and reducing loss by 0.0179 during training as well as improving
accuracy by 2.2% and reducing loss by 0.039 during validation. Able to handle class imbalances in datasets using
the NN+RUS method with a higher AUC of 0.88 compared to the NN method, which does not use RUS 0.83. As
a result, the writer will employ the Synthetic Minority Oversampling Technique (SMOTE) and Random
Undersampling (RUS) sampling approach for cases of class imbalance [9]. Support vector machines (SVM) are
one of the machine learning algorithms that are most frequently utilized in fraud detection techniques. With an
accuracy rate of more than 80%, the support vector machine algorithm performs well in detecting fraud. It also
improves the TP Rate (fraud catching rate), has a low FP Rate (false alarm rate) value, and has a low error rate.
The gradient-boosted trees approach, which is the best algorithm with an accuracy value of 99.85% and an AUC
value of 1, was used in research on fraud detection to produce the results [10]. Regarding other research
demonstrating that random forest delivers accuracy and nearly flawless precision of 99%, they clarify that it
performs better with more training data. The authors will employ gradient-boost trees, support vector machines,
and random forests as three machine learning methods based on the aforementioned research. The research
mentioned above just haven't been incorporated into the web interface yet [11] [16]. Because, basically, building
web-based interfaces requires extra effort when using frameworks such as Flask, Django, and others. Currently,
there is a framework that makes it easy to build web interfaces in the field of data science and machine learning,
namely Streamlit [12] [13]. A Python-based open-source framework called Streamlit was developed to make it
simpler to create web apps for data science and machine learning [14] [15]. Implementation and comparison of the
three algorithms and sampling strategies are done during the process to assess performance and determine which
algorithm and sampling strategy is best (most appropriate) for use in detecting fraudulent credit card transactions.

2. Research Methods

Finding and gathering information about study-related topics, such as theoretical underpinnings, writing
methodologies, process methodologies, and relevant research references, is the goal of data collection. The author's
chosen strategy for gathering data for this study was a literature review. In order to complete the steps of data
gathering through literature review, references pertinent to the topic are sought out. Online reference searches are
performed in places like e-books and official websites. The many pieces of information required to support this
research were chosen after the references had been gathered. The author's technique of implementation adheres to
the Data Science Methodology's stages. It's just that the stages used by the author start from business understanding
to evaluation. The last two stages, namely deployment and feedback, were not used by the authors because the
scope of the research was limited to model experiments with several techniques used to obtain or compare model
performance from the results of evaluations made later so as to find out which algorithms and sampling techniques
are suitable for use. From the data science methodology above, we get the experimental flow that the author made
using the Atom and Terminal Anaconda Navigator tool.

3. Results and Discussion

The author takes an analytical approach, namely by breaking down the problem into the elements needed to answer
it. Based on existing literature studies in previous studies, the author's solution is to answer the problems that have
been defined previously. How can we determine which algorithm and sampling method are suitable for identifying
transaction fraud on credit cards by comparing the performance of random forest algorithms, support vector
machines, and gradient-boosted trees with the Synthetic Minority Oversampling Technique (SMOTE) and
Random Under Sampling (RUS) methods? Answer: The author uses a sampling method with the synthetic minority
oversampling technique (SMOTE) and random under sampling (RUS) as comparisons to identify fraudulent credit
card transactions. To allow for a fair comparison, the three classification machine learning algorithms that were
used random forest, support vector machines, and gradient boosted tree were each coupled to one of the two
methods (SMOTE and RUS). To find out the performance of the algorithm and sampling technique used, the
authors tested the performance of the model. The test will be carried out by comparing the measuring parameters
in the form of AUC Score and ROC Curve, Fraud Catching Rate (Recall), False Alarm Rate (FP), Matthew
Correlation Coefficient (MCC), and F-Measure. Meanwhile, to determine which algorithms and sampling
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techniques are suitable for use, the authors will use the values of AUC Score, Fraud Catching Rate (Recall), False
Alarm Rate (FP), and MCC.

The authors use a dataset of credit card transactions to address the topic of what information is required to address
current issues. The 2018 FINHACKS competition's open dataset of credit card transactions were used by the
authors of this work. A dataset of credit card transactions was gathered by the author from the 2018 FINHACKS
competition hosted by one of Indonesia's traditional banks. To get the dataset, it can be accessed via the following
link: https://github.com/rezafaisal/FinHack2018. The data used is synthetic and not real. And this dataset is already
in CSV form. The number of available data points (rows) is 13125, with 28 data features (columns), one of which
is a class or label. Each measuring parameter (AUC Score, Recall (Fraud Catching Rate), FP (False Alarm Rate),
F-Measure, and Matthew Correlation Coefficient (MCC), which are compared based on the SMOTE and RUS
techniques in each algorithm) is used to assess the performance of the classification algorithm. The AUC score
value is represented by the ROC curve, therefore when compared, they will have the same value.

AUC values of the three modeling algorithms used with the SMOTE or RUS techniques. The Random Forest
method yields the lowest AUC value in the SMOTE approach, with a value of 0.7092, and the Gradient Boosted
Tree strategy generates the greatest AUC value at 0.7269. Regarding the RUS approach, the Random Forest
algorithm had the highest AUC value with a value of 0.7742, while the Support Vector Machine algorithm achieved
the lowest with a value of 0.7096. The AUC value is calculated using a scale with values ranging from 0 to 1. The
better a model is at predicting a classification, the higher its AUC value. Accordingly, the random forest algorithm
with the RUS approach receives the greatest score, or 0.7742, based on the overall AUC value based on the SMOTE
and RUS procedures. In addition, the three modeling algorithms using the SMOTE or RUS techniques used by the
authors yielded a value > 0.7, which indicates that the classification performance carried out in this study was quite
good. The fraud catching rate, recall rate, or TF rate is the number of fraudulent transactions predicted as fraud.
The higher the value obtained, the better the fraud-catching rate, recall rate, or TF rate. For the SMOTE technique,
the Gradient Boosted Trees algorithm is obtained with the highest value of 0.59. While the Random Forest
algorithm was obtained using the RUS approach with the greatest value of 0.75. In light of this, it is evident that
the random forest algorithm with the RUS approach, which has a value of 0.75, performs well in terms of fraud
detection rate and recall when compared to the greatest score between SMOTE and RUS. The SMOTE random
forest algorithm has the lowest fraud-catching rate, namely 0.48.

The number of regular (non-fraud) transactions that are projected to be fraudulent is the false alert rate itself.
Therefore, if the outcome value is low, the false alarm rate's (FP) performance is regarded to be good. The best
value, according to the SMOTE method, was produced by the random forest algorithm at 0.06. The optimal value
for the RUS method, however, is 0.07 as determined by the support vector machine algorithm. The SMOTE
random forest method, with a value of 0.06, performs well in terms of false alarm rate when compared to the RUS
technique. The F-measure value, often known as the F1-score, is used to address issues with class imbalance. The
performance of F-Measure improves as the value generated rises. The highest f-measure value generated based on
the SMOTE technique is 0.41 with the random forest algorithm. The highest f-measure value generated based on
the RUS technique is 0.4 with the support vector machine algorithm. The support vector machine algorithm with
the SMOTE technique and the random forest and gradient-boosted trees with the RUS technique both produced
values of 0.33 for the f-measure, with the random forest algorithm with the SMOTE approach producing the highest
result. The highest score for the SMOTE method is +0.37 for the random forest algorithm. The support vector
machine algorithm receives the highest RUS score of +0.35 in the meantime. A value close to +1 means the
performance of the classification algorithm is getting better, and a value closer to -1 means the performance of the
classification algorithm is getting worse. As a result, the support vector machine algorithm with the SMOTE
technique yielded the lowest value of +0.29 and the random forest algorithm with the SMOTE technique produced
the best MCC value of +0.37. The SVM algorithm used in the RUS approach received the second-highest score,
with a value of +0.35.

The results of comparing the values of the measuring parameters used to assess how well the algorithm and
sampling technique performed on the generated test data. The performance matrix for each method is then obtained
using the SMOTE and RUS approaches. Support vector machines and gradient-boosted trees are produced based
on the SMOTE and RUS approaches after knowing the performance of each random forest methodology. Next,
we will describe the calculation of each measuring parameter used. The predictions generated to detect the number
of normal cases (0) and fraud (1) from the application of the RF, SVM, and GBT algorithms and the sampling
techniques, namely SMOTE and RUS, are used on test data (testing data). The model that has been built with test
data (testing) shows that the majority can correctly predict both the normal (0) and fraud (1) labels. The highest
AUC value and fraud-catching rate were obtained by the RUS technique random forest algorithm, with respective
scores of 0.7742 and 0.75. Using the SMOTE approach and the random forest algorithm, the best value for the
false alarm rate was 0.06. The random forest algorithm used in the SMOTE technique produced the highest MCC
score, which was +0.37. Then it is obtained: The RUS technical random forest algorithm excels twice in AUC
value and fraud detection rate. The SMOTE technique random forest algorithm excels twice in the values of false
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alarm rate and Matthew Correlation Coefficient (MCC). Because there is no other superior algorithm based on
these four parameters other than the random forest algorithm, it was chosen as a suitable algorithm for use in credit
card transaction fraud detection because it is equally superior in RUS and SMOTE techniques. So, to choose a
suitable sampling method, the authors will compare the random forest algorithms of the SMOTE and RUS
techniques based on the ratings obtained from the four measuring parameters.

The SMOTE technique has two measuring parameters that rank sixth, namely the AUC with a value of 0.71 and
the fraud-catching rate with a value of 0.48. From the RUS technique, it has one measuring parameter in the fifth
rank, namely the false alarm rate, with a value of 0.2. Also has one measuring parameter: MCC in the fourth rank
is +0.31. In terms of ranking, it was found that the RUS technique was superior to SMOTE because two of the
RUS measuring parameters received better ratings than the two SMOTE measuring parameters, both of which
were ranked sixth. So, it was found that a suitable technique for detecting credit card transactions in this study
using the FINHAKS 2018 dataset was the Random Under Sampling (RUS) technique with the Random Forest
Algorithm.

4. Conclusion

It was discovered that the Random Forest, Support Vector Machines, and Gradient Boosted Trees algorithms with
the Synthetic Minority Oversampling Technique (SMOTE), and Random Under Sampling (RUS) were
successfully applied in detecting credit card transaction fraud based on the results of the research discussion that
the author has explained. As evidenced by the AUC score of each algorithm and sampling technique obtained,
which is > 0.7 and is included in the classification performance group, this is quite good. In the evaluation based
on the SMOTE and RUS techniques of each algorithm, the highest AUC values were obtained, namely the SMOTE
Gradient Boosted Trees algorithm with a value of 0.73 and the Random Forest algorithm with the RUS technique
with a value of 0.78. In this study, based on the four measuring parameters and the Fin hacks 2018 credit card
dataset used, the Random Forest algorithm with the Random Under Sampling (RUS) technique proved to be
suitable for fraud detection of credit card transactions with each value obtained, namely 0.77 for the AUC Score,
75% Fraud Catching Rate, 20% False Alarm Rate, and +0.31 Matthew Correlation Coefficient (MCC). Using the
Random Forest algorithm without sampling and research conducted by the author, it was concluded that the
Random Forest algorithm with and without sampling works well in detecting fraud in credit card transactions. The
writer realizes that this research still has its weaknesses. Consequently, recommendations for further study include:
Using hyperparameter tweaking for machine learning algorithms to enhance the effectiveness of machine learning
models contrasting with other sampling techniques including T-Link, near miss, random oversampling, and
adaptive synthetic (ADASYN). Conduct several tests to determine how test and train data are distributed. In order
to simplify developing and testing in the machine learning process, it is envisaged that it can be integrated into
other cloud computing platforms like Azure Machine Learning Studio, Amazon Sage Maker, IBM Watson Studio,
or Google Cloud AutoML/AI Platform.
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